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Abstract
The impact of deep learning (DL) is substantial across numerous domains, particularly in agriculture. Within this context, 
our study focuses on the classification of problematic soybean seeds. The dataset employed encompasses five distinct 
classes, totaling 5513 images. Our model, based on the InceptionV3 architecture, undergoes modification with the addi-
tion of five supplementary layers to enhance efficiency and performance. Techniques such as transfer learning, adaptive 
learning rate adjustment (to 0.001), and model checkpointing are integrated to optimize accuracy. During initial evalu-
ation, the InceptionV3 model achieved 88.07% accuracy in training and 86.67% in validation. Subsequent implementa-
tion of model tuning strategies significantly improves performance. Augmenting the architecture with additional layers, 
including Average Pooling, Flatten, Dense, Dropout, and Softmax, plays a pivotal role in enhancing accuracy. Evaluation 
metrics, including precision, recall, and F1-score, underscore the model’s effectiveness. Precision ranges from 0.9706 to 
1.0000, while recall values demonstrate a high capture rate across all classes. The F1-score, reflecting a balance between 
precision and recall, exhibits remarkable performance across all classes, with values ranging from 0.9851 to 1.0000. Com-
parative analysis with existing studies reveals competitive accuracy of 98.73% achieved by our proposed model. While 
variations exist in specific purposes and datasets among studies, our model showcases promising performance in soybean 
seed classification, contributing to advancements in agricultural technology for crop health assessment and management.
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Introduction

Soybean stands out as a premier source of both oil and 
protein within the realm of oilseed crops (Tacarindua 
et al. 2013). Its cultivation spans the globe, with notable 
trends emerging in various regions. As of February 2024, 
data from statista.com underscores Brazil’s dominance in 
soybean production for the 2023/24 period, boasting a 
remarkable output of 156 million metric tons. In second 
place, the United States contributes significantly with a 
production yield of 113.34 million metric tons. Argenti-
na follows closely behind, yielding 50 million metric tons, 
while China and India contribute 28.84 million and 11 
million metric tons, respectively, solidifying their posi-

tions within the global soybean landscape. These figures 
not only underscore the agricultural significance of soy-
bean but also highlight the diverse geographical distribu-
tion of its production prowess on a global scale.

In order to continue to have high yields of soybean 
worldwide, it is highly important to have high quality 
seeds without any defects for plantation. To have high 
yield turnover, and successful plantation it is important 
to choose seeds without any issues such as intactness, 
spotting, immaturity, breakage, and skin damage. In or-
der to do so an expert is needed to find out which seeds 
are good for sowing and which ones have defects such as 
intact or spotted or even immature (Zhao et al. 2021). The 
traditional method of assessing the seeds’ quality relies 
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on manual evaluation done by seasoned expert. However, 
this process is tedious and time-intensive in nature. More-
over, it is not necessary that every farmer possesses the ex-
pertise to distinguish problematic seeds among the batch 
(Malik et al. 2023).

The pervasive adoption of artificial intelligence (AI) for 
automation across various sectors, including education, 
retail, healthcare, automotive, manufacturing, marketing, 
and agriculture, underscores its pivotal role in modern so-
ciety. AI’s versatility and transformative potential have led 
to its widespread application, offering tailored solutions 
and innovative problem-solving capabilities. In the realm 
of healthcare, AI assists in diagnostics, treatment recom-
mendations, and patient care, improving outcomes and 
resource utilization (Alam et al. 2022; Gulzar and Khan 
2022; Anand et al. 2023; Khan et al. 2021, 2023a, 2023b; 
Majid et al. 2023; Mehmood et al. 2023). Retailers utilize 
AI for customer-centric initiatives like personalized rec-
ommendations and optimized inventory management, 
thereby enhancing customer satisfaction and operational 
efficiency (Gulzar et al. 2023a).

Moreover, AI’s impact extends to agriculture, where 
it revolutionizes traditional farming practices through 
precision techniques like crop monitoring and yield pre-
diction (Albarrak et al. 2022; Dhiman et al. 2023; Gulzar 
et al. 2024b). By enhancing agricultural productivity and 
sustainability, AI contributes to global food security and 
economic development. Overall, the widespread integra-
tion of AI across these sectors highlights its transforma-
tive potential and underscores the importance of further 
research and development in this field (Aggarwal et al. 
2023; Gulzar et al. 2023b).

From the literature it can be seen that numerous re-
searchers have tried to incorporate deep learning algo-
rithms in classifying different crops (Ünal and Aktaş 2023; 
Ünal et al. 2024). Whether it involves identifying diseas-
es within crops or categorizing them, the applications 
of deep learning have been the focal point of investiga-
tion. For instance (Farah et al. 2023) used deep learning 
to detect the infested leaves of soybeans. They have used 
VGG19 model using transfer learning to classify the in-
fested leaves and have achieved 97.71% accuracy. In an-
other study (Kaler et al. 2023) incorporated deep learning 
to identify fungal infected soybean seeds. they have pro-
posed a model, which is the combination of CNN and ML. 
they claimed that their model has achieved 97.72 accuracy 
on test dataset. Liu et al. (2023) developed a deep learn-
ing model to improve crop mapping in Northeast China. 
They combined a 3D-CNN with ConvRNN, integrating 
multi-temporal Sentinel-1 and Sentinel-2 data. Achiev-
ing 91.7% accuracy, their model outperformed alterna-
tives, using 10% ground truth data for weak supervision 
and demonstrating strong generalizability. Kansal et al. 
(2023) introduced an IoT-Fog computing robotic system 
for weed and soy plant classification in varying weather 
conditions. Using a 2D-CNN deep learning approach on 
a dataset with four classes, including soil, soybean, grass, 
and weeds, they achieved 97% accuracy. Their system inte-

grates IoT and Fog computing for enhanced reliability and 
performance, showing promise for effective crop man-
agement in adverse conditions. Farmonov et al. (2023) 
utilized DESIS images to classify crops in southeastern 
Hungary. Employing WA-CNN, random forest, and SVM 
algorithms, WA-CNN achieved the highest accuracy at 
97.89%, crucial for crop monitoring and yield prediction. 
They employed factor analysis and wavelet transform to 
enhance feature extraction, demonstrating DESIS data’s 
potential for agricultural decision-making. Singh et al. 
(2023) address weed detection’s crucial role in crop qual-
ity and productivity. They propose a low computational 
cost state-of-the-art architecture, C13, for detecting weeds 
among soybean crops. Through comparative analysis with 
transfer learning models, C13 achieves a high accuracy of 
94.58%, outperforming others, enhancing crop cultiva-
tion efficiency. Zheng et al. (2023) address soybean ker-
nel damage identification using a fusion of HSI and RGB 
images with improved ShuffleNet. Their method, HRFN, 
generates super-resolution HSI images, enhancing spatial 
fidelity. ShuffleNet_COCSP with OISEW achieves opti-
mal recognition performance (ACCp = 98.36%). This ac-
curate method shows promise for analyzing crop kernel 
quality indicators.

Gulzar et al. (2020) and Gulzar et al. (2024a) introduce 
a novel deep learning model for seed classification, crucial 
in agricultural and industrial sectors. They compare train-
ing Xception from scratch versus transfer learning with 
Pre-trained Xception on a dataset of 15 seeds. Pre-trained 
Xception exhibits superior performance, achieving per-
fect accuracy of 1.0000 on validation and test sets with 
lower loss values and quicker convergence, underscor-
ing its efficiency and effectiveness. Whereas Aktaş et al. 
(2022) focuses on classifying pistachios as open or closed 
using deep learning. Industrial datasets were used, yield-
ing high accuracy (96.13%–96.54%) with AlexNet and In-
ception V3 models.

Wu et al. (2023) introduce an off-center Bayesian deep 
learning method for accurate crop area estimation. Incor-
porating phenological features and attention mechanisms, 
they achieve high accuracy (90.73%) in classifying soybean, 
maize, and rice. Their approach offers interpretability and 
generalizability, vital for rapid deployment in various re-
gions, ensuring reliable crop yield estimates for food security.

C. Zhang et al. (2023a) present a novel method for ac-
curate soybean pod identification, crucial for obtaining 
phenotypic traits. Their approach considers effective and 
abortive seeds, addressing traditional method limitations. 
They introduce a comprehensive dataset and compare 
four object-detection models, selecting YOLOX with the 
best performance (mAP: 98.24%). Their algorithm en-
hances pod and seed counting efficiency, vital for indoor 
seed testing in smart agriculture. N. Zhang et al. (2023b) 
investigate data balancing methods for improving soy-
bean plant damage classification accuracy. They explore 
oversampling and weighted loss functions in convolu-
tional neural networks. Results indicate that the new 
loss function effectively enhances accuracy (98.48% with 
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DenseNet), while data augmentation reduces accuracy. 
Using fewer convolution layers with data augmentation 
improves accuracy by 1.52%.

Alkanan and Gulzar 2024 compare deep learning mod-
els for sunflower disease classification, crucial for yield 
and quality preservation. They evaluate AlexNet, VGG16, 
InceptionV3, MobileNetV3, and EfficientNet on a dataset. 
EfficientNetB3 achieves the highest accuracy of 0.979, with 
other models ranging from 0.865 to 0.969. Results under-
score deep learning’s effectiveness in disease detection, 
emphasizing its potential for timely management strate-
gies. Notably, MobileNetV3 and EfficientNetB3 are recom-
mended for their high performance and efficient training.

It can be noticed from the literature that many attempts 
have been made using deep learning for various aspects 
of soybean classification and crop management. When 
it comes to quality assessment of soybean seeds an auto-
mated method is needed which can classify problematic 
seeds from the bunch and help in acquiring good quality 
seeds before sowing. Therefore, in this work a deep learn-
ing model based on InceptionV3 architecture is proposed 
to classify five different types of problematic seeds of soy-
bean. The modified model of InceptionV3 is designed by 
adding five different layers to the model before the clas-
sification layer. Furthermore, the model is fine-tuned 
with different techniques such as transfer learning, model 
checkpointing, adaptive learning rate which helps the pro-
posed model to enhance its accuracy without having any 
issue of overfitting. Such modification to the model, makes 
it optimized for the classification and helps a common 
person to identify problematic soybean seeds. Following 
points summarize the contribution of this work.

•	 A detailed review has been conducted, examining the 
most recent works in said area using deep learning.

•	 Problem of classifying the problematic soybean 
seeds have been reintroduced and InceptionV3, a 
pretrained model with modification has been de-
signed for soybean seeds.

•	 The modified model has been proposed by adding to 
the InceptionV3 architecture.

•	 Different model tuning techniques have been in-
corporated to enhance the performance of the pro-
posed model and ensure that model does not overfit.

Material and methods
Dataset description

The dataset used in this study is a public dataset, contain-
ing the images of five types of soybean seeds: intact, spot-
ted, immature, broken, and skin-damaged, totaling 5513 
images (Lin et al. 2023). Each category comprises over 
1000 images, classified according to the Standard of Soy-
bean Classification (GB1352-2009). These images were 
captured using an industrial camera, focusing on soybean 
seeds in physical contact. Table 1 displays the image count 

for each class within the dataset, while Fig. 1 showcases 
samples from each class. The dataset images have been 
resized to dimensions of 299 × 299 to fit the Inception 
architecture. The dataset is divided into training, valida-
tion, and test subsets in the ratio of 8:1:1, as indicated in 
Table 1 (Ayoub et al. 2023, 2022).

Proposed model

In this study to classify problematic seeds of soybean an 
InceptionV3 architecture is used as base model due to its 
well-known performance of handling complexities in the 
data and its ability to capture intricate patterns within im-
ages. Its deep and efficient convolutional neural network 
design makes it well-suited for tasks requiring detailed 
feature extraction. In this study, the original InceptionV3 
architecture has been enhanced by incorporating five ad-
ditional layers before the classification layer, aiming to 
boost efficiency and performance. Among these added 
layers are the Average Pooling layer (7×7), which aids in 
reducing spatial dimensions and controlling overfitting by 
summarizing information from previous layers. The Flat-
ten layer serves to transform multidimensional data into a 
one-dimensional array, ensuring compatibility with sub-
sequent fully connected layers essential for classification 
tasks. Additionally, the inclusion of a Dense layer (0.5) en-
hances the model’s capacity to learn intricate patterns and 
relationships within the data. The Dropout layer further 
combats overfitting by randomly deactivating neurons 
during training, promoting the acquisition of more gener-
alized representations. Finally, the softmax layer at the out-
put enables the conversion of raw predictions into proba-

Table 1. Number of images per class of soybean dataset.

# Class Training Validation Test Number of Images
1 Broken 800 101 101 1002
2 Immature 901 112 112 1125
3 Intact 961 120 120 1201
4 Skin-damaged 901 113 113 1127
5 Spotted 846 106 106 1058

Figure 1. Samples of different classes of soy-
bean dataset.
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bilities, facilitating intuitive interpretation and aiding in 
the selection of the most probable class for classification. 
This comprehensive modification aims to improve the ef-
ficiency and effectiveness of the InceptionV3 architecture 
in accurately identifying problematic soybean seeds. The 
architecture of proposed model is shown in Fig. 2.

Model tuning

In this study, several model tuning techniques have been 
employed as mentioned follows. These model tuning tech-
niques are crucial for enhancing the performance and sta-
bility of classification models, particularly in identifying 
problematic soybean seeds. They prevent overfitting, opti-
mize learning rates, utilize pre-trained knowledge effective-

ly, and ensure model stability and performance monitoring, 
collectively leading to more accurate and reliable results.

•	 Transfer Learning: Transfer learning involves le-
veraging pre-trained models, such as InceptionV3, 
and fine-tuning them on a specific task. By utilizing 
the knowledge learned from a large dataset, transfer 
learning enables quicker convergence and improved 
performance, especially when the target dataset is 
limited (Gulzar 2023; Mamat et al. 2023).

•	 Adaptive Learning Rate: Adaptive learning rate 
methods dynamically adjust the learning rate during 
training based on the performance of the model. 
Setting the learning rate to 0.001 indicates a rela-
tively small and gradual adjustment, which can help 
prevent overshooting or oscillation during optimi-
zation, leading to smoother convergence and poten-
tially better generalization.

•	 Model Checkpointing: Model checkpointing in-
volves saving the model’s weights and architecture 
during training at specific intervals (e.g., after each 
epoch or when a performance metric improves). 
This technique ensures that the best-performing 
model is retained, even if training is interrupted, 
and allows for easy resumption from the last check-
point in case of unexpected termination.

•	 Dropout: Dropout is a regularization technique com-
monly used to prevent overfitting in neural networks. 
A dropout rate of 0.5 indicates that during training, 
each neuron has a 50% probability of being temporarily 
“dropped out” or deactivated. This forces the network 
to learn more robust and generalized representations 
by preventing co-adaptation of neurons, ultimately im-
proving the model’s ability to generalize to unseen data.

Experimental environment settings and perfor-
mance evaluation metrics

The proposed model was developed using Python version 
3.8, employing OpenCV version 4.7 and the Keras Library 
version 2.8 on the Windows 10 Pro operating system. The 
hardware configuration consisted of an Intel i5 processor 
clocked at 2.9 GHz, an Nvidia RTX 2060 GPU, and 16 GB 
of RAM.

Various evaluation metrics were applied to gauge the 
efficacy of classifying corn seed diseases. These metrics 
included standard indicators like accuracy, precision, re-
call, and the F1-score. Accuracy denotes the proportion 
of correctly identified samples across all classes, while re-
call measures the ratio of accurately classified positive in-
stances relative to all actual positives. Precision quantifies 
the proportion of accurately identified positive instances 
among all expected positives. These metrics were comput-
ed using Equations (1) to (4).

	 (1)

Figure 2. Proposed Model Architecture.
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Results and discussion
In this section, we present and discuss the results of our 
proposed model for the classification of soybean seeds. 
We begin by showcasing the performance metrics of our 
model, including loss and accuracy. Following that, we 
delve into the analysis of the confusion matrix obtained 
during testing. Additionally, we provide insights into the 
precision, recall, and F1-score of our model for compre-
hensive evaluation and discussion.

During the initial evaluation, we employed the Incep-
tionV3 model to train on the soybean dataset without 
any modifications or tuning techniques. The training 
phase yielded an accuracy of 88.07%, while the validation 
accuracy stood at 86.67%. However, the relatively low 
accuracy observed during both training and validation 
urged us to implement various model tuning strategies to 
enhance performance.

To address this, we applied transfer learning, adjust-
ing the adaptive learning rate to 0.001, and implemented 
model checkpointing. These techniques were instrumen-
tal in improving the model’s efficacy. Additionally, we aug-
mented the InceptionV3 architecture by incorporating ad-
ditional layers before the classification layers. These added 
layers include Average Pooling, Flatten, Dense, Dropout, 
and Softmax. Adding these layers have been very signifi-
cant when it comes to performance of the model. Average 
Pooling is used to reduce the spatial dimensions of the 
previous convolutional layer. Flatten is utilized to convert 
the pooled feature maps into a single column, facilitating 
input into the subsequent Dense layer. The Dense layer 
enhances the model’s capability to learn complex patterns 
by increasing the number of trainable parameters. Drop-
out is applied to prevent overfitting by randomly deacti-
vating a fraction of neurons during training. Finally, Soft-
max activation is utilized in the output layer to generate 
probability distributions across multiple classes, enabling 
effective classification.

In Fig. 3, we present the training and validation curves 
illustrating the accuracy and loss of our proposed mod-
el. These curves offer valuable insights into the learning 
dynamics of our model throughout the training process. 
As it can be observed from the training accuracy curve, 
the model’s initial learning rate of approximately 28% at 
epoch 1, gradually improved with each iteration. By the 
27th iteration, the model achieved a remarkable accuracy 
of around 99%, maintained this high accuracy level until 
the conclusion of training. Conversely, the validation ac-

curacy curve demonstrated a similar upward trend, albeit 
starting at a lower initial accuracy of 42%. However, with 
consistent training, the validation accuracy steadily risen, 
reaching approximately 98–99% by the 31st iteration. Ex-
amining the training and validation loss curves, we ob-
served an inversely proportional relationship with accu-
racy. Initially, both training and validation losses are high, 
but they steadily decreased with each iteration, indicating 
successful learning. Notably, some oscillations are ob-
served in the validation loss curve until around the 125th 
iteration, after which a noticeable convergence occurs.

The impact of transfer learning on training accuracy 
and loss is evident from these curves, showcasing its sig-
nificant influence on model performance. The proposed 
model was trained on ImageNet dataset and its weights 
were retained while training on soybean dataset. by 
adopting a hybrid approach we have frozen the model’s 
actual layers and let the additional layers get trained on 
soybean dataset until 20th iteration. After 20th iteration 
we unfroze all the layers to make the slight adjustment 
of the original layers with the said dataset. Adding new 
layers to the model played a crucial role in enhancing the 
model accuracy. For instance, the Average Pooling layer 
helped in dimensionality reduction, whereas the Flatten 
layer prepared the data for input into subsequent layers. 
The Dense layer further deepened the model’s ability to 
discern intricate patterns by augmenting trainable pa-
rameters. Dropout regularization mitigated overfitting by 
randomly deactivating neurons during training, promot-
ing generalization. Finally, the Softmax activation func-
tion confirmed the generation of probability distributions 
across multiple classes, enabling effective classification.

Fig. 4 illustrates the confusion matrix generated from 
the testing phase of our proposed model. Upon exam-
ination, it becomes evident that the majority of instanc-
es across all classes were accurately predicted, with only 
a few misclassifications observed. Specifically, within the 
broken seeds class, out of 101 instances, two instances 
were erroneously classified as skin-damaged, while one 
instance out of 112 from the immature class was incor-

Figure 3. Proposed Model Loss and Training 
During Training and Validation.
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rectly identified as intact. Similarly, within the intact class, 
two instances out of 120 were misclassified as immature. 
Regarding the skin-damaged class, out of 112 instances, 
two were mistakenly predicted as broken. Interestingly, all 
106 instances within the spotted class were correctly iden-
tified as such, demonstrating the model’s robustness in 
distinguishing this particular category. Overall, while the 
proposed model demonstrates high accuracy across most 
classes, the observed misclassifications highlight areas 
for potential refinement and optimization. These insights 
gleaned from the confusion matrix are invaluable for fur-
ther enhancing the model’s performance and reliability in 
soybean seed classification.

The precision, recall, and F1-score metrics provided in 
Table 2 offer valuable insights into the performance of our 
proposed model across different classes during testing. 
These metrics, alongside the overall accuracy of 98.73%, 
serve as crucial indicators of the model’s effectiveness 
in soybean seed classification. Starting with precision, 
which measures the proportion of correctly predicted 
instances among all instances classified as a particular 
class, we observe consistently high values across all class-
es. For instance, the precision for the Broken, Immature, 
Intact, and Skin-damaged classes ranges from 0.9706 to 
0.9916, indicating a high level of accuracy in classifying 
instances within these categories. The highest precision 
score of 1.0000 is achieved for the Spotted class, signi-
fying that all instances classified as Spotted were indeed 
correctly predicted.

Moving on to recall, which measures the proportion 
of correctly predicted instances among all instances that 
truly belong to a particular class, we again observe com-
mendable performance across all classes. The recall val-
ues of 1.0000 for Broken, Immature, Skin-damaged, and 
Spotted classes indicate that the model effectively captures 
all instances belonging to these categories. While the re-
call for the Intact class is slightly lower at 0.9833, it still 

demonstrates the model’s ability to correctly identify the 
majority of instances within this class.

The F1-score, which is the harmonic mean of preci-
sion and recall, provides a balanced measure of a model’s 
performance. Here, we see impressive F1-scores ranging 
from 0.9851 to 1.0000 across all classes, highlighting the 
model’s capability to achieve both high precision and re-
call simultaneously. Particularly noteworthy is the perfect 
F1-score of 1.0000 for the Spotted class, reflecting the 
model’s exceptional performance in accurately classifying 
instances within this category.

These metrics collectively underscore the significance 
of employing model tuning techniques and incorporating 
additional layers in our proposed model. The consistent-
ly high precision, recall, and F1-scores, coupled with the 
impressive overall accuracy, affirm the effectiveness of 
these strategies in enhancing the model’s performance 
in soybean seed classification. By fine-tuning parameters 
and refining the model architecture, we have achieved re-
markable accuracy and reliability, thus demonstrating the 
profound impact of meticulous model development and 
optimization in machine learning tasks. Fig. 5 illustrates 
the visualization showcasing the accuracy of all classes in 
the proposed model during the testing phase.

Furthermore, the proposed model is compared with 
the existing works in the area of soybean seed and plant 
analysis as presented in Table 3. From the table it can be 
noticed that (Kaler et al. 2023) utilized a CNN-based ap-
proach with two classes of soybean seeds, achieving an ac-
curacy of 97.72% in classifying problematic seeds. (Zheng 
et al. 2023) employed ShuffleNet and DenseNet (N. Zhang 
et al. 2023b) architectures, both achieving higher accu-
racies of 98.36% and 98.48%, respectively, for classifying 
four classes of soybean seeds. (Mathew et al. 2023) imple-
mented YOLOv7 for soybean pod counting, however, spe-
cific accuracy values are not provided. (Tirkey et al. 2023) 
utilized YOLOv5 for detecting insects on soybean crops, 
achieving a high accuracy of 98.75%. (Goshika et al. 2024) 
also utilized YOLOv5, focusing on the identification of 
diseases on soybean leaves, although specific accuracy 
values are not reported.

In comparison, the proposed model employs the In-
ceptionV3 architecture for classifying five classes of prob-
lematic soybean seeds, achieving an accuracy of 98.73%. 
This accuracy is competitive with previous studies, 
demonstrating the effectiveness of the proposed model 
in accurately classifying problematic soybean seeds. The 
consistent high accuracies across various architectures 

Table 2. Precision, Recall and F1-Score, Accuracy of all 
classes of proposed model during Testing.

Class Precision Recall F1 Score Accuracy
Broken 0.9706 1.0000 0.9851 0.9802
Immature 0.9802 1.0000 0.9900 0.9911
Intact 0.9916 0.9833 0.9874 0.9833
Skin-damaged 0.9821 1.0000 0.9909 0.9735
Spotted 1.0000 1.0000 1.0000 1.0000

Figure 4. Confusion Matrix of Proposed Model 
during Testing.
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indicate the robustness of deep learning approaches in 
soybean analysis tasks. However, it is noteworthy that 
while accuracies are high in most cases, the specific pur-
poses and datasets vary among the studies, indicating 
the importance of selecting appropriate models tailored 
to the specific task and dataset characteristics. Overall, 
the proposed model showcases promising performance 
in soybean seed classification, contributing to the ad-
vancement of agricultural technology for crop health 
assessment and management.

Conclusion
In this study, an effective model tailored for the classifica-
tion of problematic soybean seeds has been introduced. 
Leveraging the InceptionV3 architecture as our founda-
tion, we have enhanced its efficiency and performance 
by adding five additional layers before the classification 
layer. Through rigorous training on a dataset featuring 
five distinct problematic soybean seed classes, our model 
achieved an impressive accuracy of 98.73%. Notably, the 
integration of model tuning techniques such as transfer 
learning and dropout regularization played a pivotal role 
in refining the model’s accuracy, fostering robust and gen-
eralized representations. Furthermore, our comparative 
analysis with existing studies revealed that our model 

outperformed others in terms of accuracy, showcasing its 
efficacy in soybean seed classification tasks.

For future direction we plan to explore the scalabili-
ty and applicability of our model to broader agricultural 
contexts beyond soybean seed classification. Additional-
ly, further investigations will be conducted to delve into 
fine-tuning the model parameters and explore ensemble 
methods to potentially enhance classification perfor-
mance even further.
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Table 3. Contrast between the Proposed Model and previous research investigations.

Work Base Model Classes Dataset type Accuracy Purpose
(Kaler et al. 2023) CNN Two Soybean seeds 97.72% Classification of problematic soybean seeds
(Zheng et al. 2023) ShuffleNet Four Soybean seeds 98.36% Classification of problematic soybean seeds
(N. Zhang et al. 2023b) DenseNet Four Soybean seeds 98.48% Classification of problematic soybean seeds
(Mathew et al. 2023) YOLOV7 Four Soybean plant - Counting of soybean pods
(Tirkey et al. 2023) YOLOv5 Five Soybean leaf disease 98.75% Detection of insects on soybean crop
(Goshika et al. 2024) YOLOv5 Five Soybean leaf disease - Identification of diseases on soybean leaves
Proposed Model InceptionV3 Five Soybean seeds 98.73% Classification of problematic soybean seeds

Figure 5. Precision, Recall, F1-Score and Accuracy of Proposed Model During Testing.
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